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Abstract— Phase vocoder is a popular algorithm for speech time scale modification. The performance of phase vocoder is highly depends 

on the accuracy of finding the place of instantaneous frequencies. Recent work that addressed this issue proposed Multi-resolution peak 

picking method. This method assumes instantaneous frequencies happen in local maxima of frequency spectrum whereas they are 

distributed exponentially. We improved this method by introducing a non-stationary peak-picking algorithm. Simulation results indicate 

remarkable increases in output quality according to PESQ, LLR and MOS criteria. 

Index Terms— phase vocoder, scale phase locking, peak picking, multiresolution peak picking, non-stationary multiresolution peak 

picking.   

——————————      —————————— 

1 INTRODUCTION                                                                     

udio time-scale modification is the process of changing 
the duration of an input audio signal while retaining the 
signal local frequency content, resulting in the overall 

effect of speeding up or slowing down the perceived playback 
rate of a recorded audio signal without affecting quality, pitch, 
timbre or naturalness of the original signal. Audio time-scale 
modification has many applications as language and music 
learning, fast playback for telephone answering machines and 
audio-video synchronization in broadcasting applications.  
The Phase Vocoder is a popular method of audio time-scale 
modification due to its ability to achieve high quality modifi-
cation on a variety of signals within a wide range of time-
scaling factor. This technique was introduced by Flanagan and 
Golden [1] and is put into its efficient FFT based form in [2], 
by making use of the short-time Fourier transform (STFT). A 
tutorial on the phase vocoder is presented in [2], [3] stated that 
most of the phase Vocoder problems are due to the loss of 
what they call vertical phase coherence. They proposed the 
identity phase locking and the scaled phase-locking tech-
niques to preserve the vertical phase coherence in the time-
stretched audio. Their phase-locking technique is based on the 
explicit identification of peaks in the frequency spectrum and 
the assumption that they are sinusoids. In this case, they as-
sumed that the sinusoids, which can be found in each peak, 
have transmitted from the peak in the nearest channel of the 
previous frame. Various definitions for peaks can be men-
tioned. For example, the peak is the member that is greater 
than two adjacent members.  

 
 

 
This type of definition is not dependent on the frequency and 
a clear definition is used for every frequency channel to search 
the sinusoidal. This method of peak picking is named as the 
constant resolution peak-picking [5]. Although this method is 
simple, unfortunately it has undesirable effects on the output 
signal that is heard similar to the shallow bass or musical over 
tone. Such as when an audio files is not correctly compacted to 
mp3 file. The method of peak picking that proposed by 
Laroche and Dolson [4] has taken under further improvement 
by the work of Karrer et al [5]. As it could be seen in Table.1, 
Karrer et al [5] proposed to divide the frequency spectrum 
into seven frequency channels .As a result, the channel band-
width increases exponentially. In each channel, the constraint 
of peak–picking is different which is explained in detail in 
section 3. Their method is inspired by the nonlinear property 
of the speech signal and the human auditory system.  

 
In the proposed method by Karrer et al [5], the channel division 
method is considered constant for all the frames. This kind of 
channel division is inconsistent with the non-stationary proper-
ty of audio signals. Moreover, the peak distribution has simple 
exponential form in their method. Although this model approx-
imates the non-linear properties of the speech signal, it is differ-
ent with the standard methods that model the non-linear prop-
erties of the human ear. 

 
In this work, we proposed a non-stationary constraint for peak 
picking using a standard nonlinear model of the human audi-
tory system. In our method, the speech signal is divided to 
voiced and unvoiced parts. For unvoiced parts, we select more 
peaks than the voiced parts. In other words, by applying loos-
er constraint for the peak selection in the unvoiced part, the 
numbers of sinusoidals that are used for the modeling of the 
voiced part are more than voiced parts. The simulation results 
indicate the remarkable increases in the output quality accord-
ing to PESQ, LLR and MOS criteria. 
The rest of this paper is organized as follows. In section 2, the 
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scale phase locking and its improvement by multiresolution 
peak picking are explained. The disadvantageous of the multi-
resolution peak-picking and our improvement are presented 
in detail in section 3. The experimental results are discussed in 
section 4. Finally, we conclude the paper in section 5. 

2 PHASE VPCODER 

2.1 Scaled Phase-Locking 

 

In this section, we briefly summarize the scaled phase-locking 
phase vocoder that is presented by Laroche and Dolson [4].  
This technique starts by dividing the input signal x (t) into the 
overlapping windows of the length N that start every 𝑅  sam-
ples. Each window grabs a weighted part of the signal that is 
called frame. Then FFT of the resulting frames are separately 
taken and finally we will have a discrete time-frequency spec-
trum. The process of getting discrete time-frequency spectrum 
is called the short time Fourier transform (STFT). We assume 
here that the signal could be analyzed as a set of sinusoids 
which are not necessarily harmonics of each others. Desired 
time-scale modification can be obtained by changing the 
amount of the overlapping between frames in synthesis sec-
tion. With assuming 𝛼 as the scale factor, the distance of the 
windows during the synthesis (𝑅 ) will be as follows: 

 
𝑅 =  𝛼 𝑅                                                                                  (1) 
 
where 𝑅  and 𝑅  are called the analysis hop factor and the syn-
thesis hop factor, respectively. The phases of the STFT must be 
adjusted prior to this replacing to avoid phase jumps between 
the re-spaced windows. Phase adjusting starts by identifying 
the bins that contain peaks in the amplitudes of the STFT spec-
trum, assuming that those bins correspond to the most im-
portant sinusoids in the signal. The synthesis phases of these 
bins are computed by considering that a sinusoid might 
switch from channel 𝑘  at frame 𝑢 − 1 to the channel 𝑘  at the 
frame 𝑢, and uses the appropriate analysis phases when calcu-
lating the instantaneous frequency. Let 𝑡 

 = 𝑅  and 𝑡 
 = 𝑅  

(𝑢 ∈  𝑁) be the corresponding analysis and synthesis time 
points. Moreover, Ω =

   

 
 denotes the center frequency of the 

kth FFT-bin, 𝑋(𝑡 
 , 𝛺 ) denotes the STFT of the input signal x(t) 

at the time t using a window function h(t) of the length N, and 
𝑌(𝑡 

 , 𝛺 ) denotes the modified STFT from which the output 
signal y(t) will be synthesized. To calculate the correct synthe-
sis phases, the instantaneous frequency �̂� (𝑡 

 ) has to be de-
termined for each FFT-bin 𝑘. In particular, for bin 𝑘  we have: 

 
Δ𝜙  

 =  ∠𝑋(𝑡 
 , 𝛺  ) − ∠𝑋(𝑡 

   , 𝛺  ) − 𝑅 𝛺          (2)   

 �̂�  (𝑡 
 ) = 𝛺   +

     
 

  
                            (3)  

Where 𝛥 𝜙  
 is the principal determination (∈  [−𝜋, 𝜋]) of the 

phase deviationΔ𝜙  
 . Now, the synthesis phases 

∠𝑌(𝑡 
 , 𝛺  ) can be found by advancing from the synthesis 

phases in the last time frame 𝑌(𝑡 
   , 𝛺  ) for the duration of 

one synthesis hop 𝑅  at the rate of the FFT-bin’s instantaneous 

frequency�̂�  (𝑡 
 ). 

 
∠𝑌(𝑡 

 , 𝛺  ) = ∠𝑌(𝑡 
   , 𝛺  ) + 𝑅 �̂�  (𝑡 

 )  (4)   

To determine which peak in the frame 𝑢 − 1 corresponds to 
the peak at 𝑘  in the frame u, the peak in the frame 𝑢 − 1 that 
is closest to channel 𝑘  is identified. The non-peak bins are 
said to belong to the closest peak’s region of influence, and are 
then phase-locked to that peak using the phase-locking equa-
tion. 

 
∠𝑌(𝑡 

 , 𝛺 ) = ∠𝑌(𝑡 
 , 𝛺  ) + 𝛽[∠𝑋(𝑡 

 , 𝛺 ) − ∠𝑋(𝑡 
 , 𝛺  )] (5) 

 

Where 𝛽 is a phase scaling factor.  
In this way, the phase relations between each peak channel 
and its neighboring nonpeak channels are carried over from 
the original signal to the time-stretched signal which helps to 
preserve the vertical phase coherence. 

2.2   Multiresolution Peakpicking (MP) 

Laroche and Dolson’s scaled phase-locking technique [4], 
identifies the peaks of the signal that are to be phase-locked 
using a simple local maximum that search over a fixed interval 
in the frequency spectrum. This peak picking technique is re-
ferred as constant resolution peak-picking. Unfortunately, such a 
scheme which is simple, introduces artifacts in the resulting 
audio signal that can be heard as shallow bass and musical 
overtones, similar to a badly compressed MP3 file.  In order to 
solve these two issues, Karrer et al proposed the multi-
resolution peak-picking method [5]. In their work, based on 
the non-uniform characteristics of the human auditory system 
and audio signals (especially music and speech), a non-
uniform peak-picking method is presented. They suggested 
that the peaks in the frequency axis distributed exponentially. 
In contrast with constant resolution peak-picking, the multi-
resolution case, not only increases the quality of the output 
signals but also decreases the computation time. In multi-
resolution peak-picking, the detector function selects the peaks 
with high resolution in lower frequency band and with low 
resolution in higher frequencies. As could be seen in Table.1, 
in implementation proposed in [5], the 4096 bins of the FFT are 
divided into seven sub-bands. They assumed that the lowest 
16 frequency bins contain a peak corresponding to a sinusoid 
that is audible to the human ear. For the next 16 bins, a bin is 
considered to contain a peak if its amplitude is larger than 
both of its neighboring bins. For the next 32 bins, the ampli-
tude must be larger than its two neighboring bins to either 
side, and so on. The maximum distance in the frequency for 
searching the peak predecessors in those sub-bands is equal to 
the index number of each sub-band. Thus, if a peak was pre-
sent in bin 142 at time u, it would continue the sinusoidal tra-
jectory of the closest peak at time u − 1 in the region between 
bins 129–256. If there were no peaks in this region at time u – 
1, the peak in bin 142 would be considered to start a new si-
nusoidal trajectory. 
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Table  1 The spectrum division proposed by (Karrer et al, 2006); 

the band width increases exponentially. 

FFT Bin Range Sub-band Index 

Bins 0 -16 ≃  0 Hz – 172 Hz 

Bins 17 -32 ≃  183 Hz – 345 Hz 

Bins 33 -64 ≃  355 Hz – 689 Hz 

Bins 65 -128 ≃  700 Hz – 1378 Hz 

Bins 129 -256 ≃  1389 Hz  – 2756 Hz 

Bins 257 -512 ≃  2767 Hz  – 5513 Hz 

All remaining bins 

1 

2 

3 

4 

5 

6 

7 

 

3 NON STATIONARY MULTIRESOLUTION PEAK PICKING 

(NSMP) 

3.1 Disadvantageous of multi-resolution peak-picking 

 
As mentioned before and could be seen in Table.1, in multi-
resolution peak-picking technique that proposed by [5], the 
frequency spectrum is divided into seven frequency channels 
and the channel band width increases exponentially. In each 
channel, the constraint of peak–picking is different which is 
explained in proceeding of this section. This model is used 
because of the nonlinear properties of the human auditory 
system and frequency spectrum of the sound signal. Follow-
ing terms is proposed to improve Multi-resolution peak-
picking algorithms: 

• In this approach, the bandwidth distribution is in expo-
nential form. Although this model approximates the non-
linear properties of the speech signal, it is different with the 
standard models that model non-linear properties of the hu-
man auditory system. Here, we used Mel distribution model 
instead of using the exponential model [6].  
• In the approach presented by Karrer et al [5], the channel 
division is considered stationary for all the frames which is not 
consistent with the non-stationary property of the audio sig-
nals. Here, we propose two different style of peak picking for 
voiced and unvoiced parts of the speech signal.  
In proceeding, by dividing the speech signal into voiced and 
unvoiced parts and assigning different peak selection con-
straint for each type of parts, we cope with these two issues. 
We called this technique as non-stationary multi resolution 
peak picking technique which is explained in the next section. 

 
3.2 Voiced and unvoiced 

One of the main characteristics of the speech signals is the 
type of excitation. We have two main excitations which ac-
cording to that excitation, the output signal is divided into 
voiced and unvoiced parts. The Voiced and unvoiced parts 
have different frequency spectra [7]. The voiced parts are cre-
ated by the fluctuation of the vocal    cords that produce pitch 
and its harmonics. So that, the output  signal shape is periodic 
whereas the mouth act as a resonator that causes reinforce-

ment or weakening of some harmonics. In other words, the 
vocal track will change the spectrum of the output signal of 
the vocal cords. This variation depends on the status of the 
jaw, tongue and lips. In producing unvoiced phonemes, the 
vocal cords do not fluctuate and the emissive output air of the 
larynx, which is not affected by vocal cords, would be the 
source for producing unvoiced phonemes. Finally, unvoiced 
parts are produced through vocal track that acts as filter. The 
important note is that in unvoiced parts, the source of excita-
tion can be modeled with random noise that passes through 
vocal track (filter). Although in this model unvoiced pho-
nemes are produced by noise, but previous research has 
shown that unvoiced parts of the speech signal can also be 
modeled by some sinusoids [8].  

 
3.3 Improvement of Multiresolution Peak-Picking 

Algorithm 

According to the discussions about voiced and unvoiced parts 
of speech signal, one can ask this question: can we treat equal-
ly with two parts of a speech signal that are originated with 
different excitation? In other words, regardless of the classifi-
cation of the speech signal into voiced and unvoiced parts, can 
we use a constant process of peak selection for an inherently 
non-stationary signal? In this work, we found that by improv-
ing the method of peak-picking, better results of speech time 
stretching can be achieved. The presented idea was inspired 
by the work in [9], which states more sinusoids should be used 
to model noisy signals. We found that the number of peaks 
that selected for the modeling of unvoiced parts should be 
higher than the number of such peaks that needed for the 
modeling of the voiced parts. 
Although source signal of the unvoiced parts is noise-like [8], 
unlike the treatment with noisy signals (fewer number of 
peaks should be considered for noisy signals [5], unvoiced 
part should be modeled with more sinusoids. For this reason, 
we propose a looser constraint for unvoiced parts respect to 
the voiced parts. 
It should be mentioned that, we used Mel model for the channel 
division. This filter bank has logarithmic design so that it acts 
linearly in the frequencies below 1 KHZ and then acts as the fol-
lowing logarithmic formula.  

 
 

Mel(f)= 1127loge (1+f/700)    (6) 
 
 

f is in hertz and Mel (f) is the frequency in Mel. Using Mel criteria, 
new channel division for the voiced and unvoiced parts of the 
speech signal are proposed as shown in Table. 2 and Table. 3. 
First, the limits of low frequency and high frequency for the 
channel division, which containing the most information, is trans-
ferred into the Mel domain. Then, considering the number of 
needed channels, bandwidth in the Mel domain is computed as: 

 

𝛿
  
= (𝑓  − 𝑓  )/(𝑛 − 1)                 (7) 

Where n is the number of channels, 𝑓   and 𝑓   are the limits of  
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low frequency and high frequency in Mel domain respectively 
and 𝛿

 
is the bandwidth of the sub-bands of Mel domain. Fre-

quency division is performed by dividing the frequency spec-
trum of Mel domain into uniformly distributed sub-band 
channels and then returning to Hertz domain. In our work, the 
limit of high frequency is considered 8 kHz and the limit of 
low frequency is considered 150Hz which they are experimen-
tally obtained and can be changed depending on the type of 
the sound. This method of peak selection is named the non-
stationary multi-resolution peak-picking (NSMP). In this 
work, we found that by assigning different channel divisions 
of the frequency domain for the voiced and unvoiced parts of 
the speech signal, better results for time-scale modification can 
be obtained. Simulation results indicate that this kind of chan-
nel division for the voiced and unvoiced parts improves the 
quality of the output sound according to PESQ, LLR and MOS 
criteria. 

Table  2 : Channel division for voiced part 

Frequency Range (Hz) Sub-band Index 

0 Hz – 148.4 Hz 

148.4 Hz – 483.3 Hz 

483.3 Hz – 950.2 Hz 

950.2 Hz  – 1601.2 Hz 

1601.2 Hz – 2508.8 Hz 

2508.8 Hz  – 3774.3 Hz 

3774.3 Hz  – 5.5387 Hz 

5.5387 Hz  – fs/2 Hz 

1 

2 

3 

4 

5 

6 

7 

8 

 

Table  3 : Channel division for unvoiced part 

Frequency Range (Hz) Sub-band Index 

0 – 148.4 

148.4 – 2018.3 

2018.3 – fs/2 

1 

2 

3 

In these tables, fs is the sampling frequency. 

 

3.4 Classification of voiced and unvoiced parts 

The classification of the voiced and unvoiced parts is done 
during STFT operation. So that, after multiplying signal by 
a window, the resulting frame will be located in one of the 
voiced or unvoiced classes. Different approaches are pre-
sented for the division of speech to voiced and unvoiced 
parts. For example, a statistical approach has been present-
ed in [10]. A classification network has been used in [11] for 
this purpose. An approach which is based on the Gaussian 
mixture model has been used by the authors in [12]. The 
approach which is used in this work is based on [13]. They 
combined zero crossings rate and energy calculation for 
voiced/unvoiced classification. The frames that deal with 
voiced and unvoiced parts are illustrated in Figure. 1. First, 
each frame is classified into voiced and unvoiced. As 
shown in the Figure. 1, with using two threshold values for 
the zero crossing and the amount of energy of the frame, 
we determine whether the frame is voiced or unvoiced. 

4 EXPERIMENTAL RESULTS 

In this section we prove our assertion by presenting the 
results of the simulations. We used PESQ, LLR and MOS 
criteria for the quality measurement. PESQ (Perceptual 
Evaluation of Speech Quality) criterion has been presented 
in the recent years by which perceptual quality of the 
sound can be measured through the calculations. LLR (like-
lihood ratio) is a statistical test used to compare the fit of 
two models and is a criterion that objectively measures the 
quality of the output. Finally, MOS (mean opinion score) is 
a criterion that provides a numerical indication of the per-
ceived quality of the output signal.  

 

4.1 Using PESQ and LLR criteria for the quality 
comparison 

Phase Vocoder is known as a high fidelity algorithm. This 
means that if an input signal got under process with the time 
scale factor of 1, the output will be very similar to the input 
[14]. The contribution of this work is the proposing a method 

Figure 1: Blick diagram of the voiced/unvoiced classification 

http://en.wikipedia.org/wiki/Statistical_test
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for searching instantaneous frequencies. In other words, ap-
plied improvement is concerned with the method of modeling 
the signal. Hence, to inspect the quality of the proposed meth-
od, we measured the fidelity of the algorithm. With higher 
fidelity of the algorithm, the algorithm will operate better in 
modeling the signal and as a result, a better quality in time-
scale modification of sound will be expected. For this purpose, 
for the scale factor of 1, the outputs of time stretches speech 
using NSMP and MP are obtained. Also, accordance with the 
PESQ and LLR criteria, the outputs are compared to the input 
signal. The higher value of PESQ and lower value of LLR 
mean the less distortion in the output signal. As a result, the 
algorithm for modeling the signal is more capable. The test 
was investigated on a few samples of the speech. Sounds are 
selected from standard database named noizeus.  The results 
of this simulation are represented in Table. 4. The voiced and 
unvoiced parts are separated from each other per ThrE = 0.018 
and ThrZ = 165. (ThrE and ThrZ are the thresholds related to 
the zero crossing and energy of the signal respectively). As 
could be seen in the table, the proposed method led to an av-
erage time scale factor of 0.03 according to PESQ criterion and 
time scale factor of 0.02 according to LLR criterion. It has been 
observed that with adjusting threshold value, these values are 
doubled. Please do not include footnotes in the abstract and 
avoid using a footnote in the first column of the article. This 
will cause it to appear of the affiliation box, making the layout 
look confusing. 

 

Table 4: Channel division for voiced part comparison of the 

output of time scale modification using NSMP and MP Based 

on PESQ and LLR criteria 

 
 

TSM using NSMP TSM using MP 

LLR PESQ LLR PESQ 

Sp01.wav 0.029 4.43 0.047 4.41 

Sp05.wav 0.010 4.46 0.067 4.41 Sp12.wav 0.024 4.31 0.042 4.26 

Sp13.wav 0.030 4.42 0.039 4.38 

Sp16.wav 0.015 4.41 0.042 4.39 

Sp19.wav 0.012 4.40 0.037 4.37 

Sp24.wav 0.027 4.44 0.037 4.40 

 

4.2 Using PESQ and LLR criteria for quality 
comparison 

 
In the next experiment, the quality of the outputs based on 
MOS criterion for the phase vocoder using MRPP and 
NSMRPP are evaluated.  We had a group of 30 adult hu-
mans between 15 to 30 years that compare the quality of the 
methods. For this purpose, 6 samples of FARSIDOT dataset 
were time stretched by 4 different stretching factors: 1.43, 
1.2, 0.78, and 0.5. Each listener assigned a score between 
one and five points, five being the best. Finally, the mean 
score on a given stretch ratio is calculated. Each sample 
contains enough unvoiced parts that facilitate the judgment 
of the listeners. The results of the test are set in Table. 5. As 

shown in Table. 5, our improvement made a visible effect 
on the quality of the output sound.  
 

Table 5: The Comparision of the output of time scale modifi-

cation using NSMP and MP based on MOS criteria 

 
Time scale factor (α) 

1.43          1.2         0.78          0.5 

TSM using MP 3.10 3.90 4.57 3.43 

TSM using NSMP 3.33 4.13 4.83 3.47 

5      CONCLUSION 

In this work, we have shown that if the frequency spectrum 

division in multi resolution peak picking assigned differ-

ently according to the voiced and unvoiced parts of the 

speech signal, better result of time scale modification can be 

achieved. Resolution rate for the voiced and unvoiced parts 

was performed according to the Mel scale. This method of 

the frequency spectrum division is different from previous 

methods that are performed based on the exponential mod-

el according to Mel-scale. Modified algorithm was tested 

and investigated  

on different types of human voice. The simulation results 

indicate the remarkable increases in the output quality ac-

cording to PESQ and LLR criteria. 
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